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Objectives Impact

* Distributed computing is an important » Model for next-generation distributed
component in extreme-scale collaboration applications and infrastructures
* Extreme-Scale Challenges: predictable, * Predictable performance across diverse
flexible, reliable, federation infrastructures (flexible execution) for
* “Beyond Glue” => reason about the small- and large-scale collaborations
application and infrastructure  New integrated resource management
* Develop new abstractions for paradigms

resources at all levels

Extreme Scale Collaborative Environments

Progress and Accomplishments

Applications Tools
* DoE application analysis to produce initial Viddeware Acoess-Layer, Sarvios Prolocas
S ke I etO n d I’ive rs fO r researc h Capabilities & Services Integration Layer
e.g., Pilot-Interoperability
* Defined primary abstractions: pilot and T —
bundle interactions, and use cases R

e.g., Compute, Storage Bundle

* |dentified key research elements:
. Resource Integration Layer
S g na t ures e.g. Compute-Storage Bundle co-location

Resource (Network, Compute & Data) Access Layer
e.g., Bundle Discovery-API

* ldentified initial short, medium & long
Physical Infrastructure
term research & deve|opment goals e.g. LCF/NSERC, ESNet, XSEDE, Clouds
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Overview

* Distributed computing is one pathway to extreme-scale and a necessity for
collaboration

* The Problem
- Current state of distributed applications and infrastructure is problematic
- Two situations predominate:
* Applications are inflexible: optimized and pinned to a specific platform
* Applications are flexible: run anywhere but performance is unpredictable
* The Hypothesis
- Flexibility and performance are compatible!
- Extracting Simplicity whilst managing Complexity requires abstractions
e Abstractions and Models are key to “reason about distribution”
* The Solution

- We advance middleware abstractions that will facilitate reasoning integrated
across application and resource level

* AIMES: Integrated approaches to Resource Management
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The Application Perspective

* AIMES has identified DoE applications in consultation with developers and users
and their “patterns”

- LHC histogramming: Distributed MapReduce

- MG-RAST and KBASE: Bag of Tasks and Distributed MapReduce
- PDSF applications: Bag of Tasks

- TIP: Bag of Tasks

- Fusion: Concurrent communicating processes

e Other distributed applications for our research:
- Montage: multi-stage workflow
- Clustering: iterative MapReduce

- Kalman filtering Reservoir Modeling: campaign
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Role and Use of Application Skeletons

7

1. Describe application

* choose type of
skeleton

* specify skeleton
parameters

2. Build application

* create executables

Red = not written yet

Blue =not tested yet

\ 4

& data files

e and description

(abstract DAG/DAX)

Simulate
application in
system

\ 4

3. Program workflow
* build Swift script
* run Pegasus
* Etc.

Run
application in
system
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Introduction to Pilot Jobs

* Working definition: a system that generalizes a placeholder job to provide multi-

level scheduling to allow application-level control over the system scheduler via
a scheduling overlay

User Application Pilot-Job System

OOOOOQG\<}:{> Pilot-Job  Pilot-Job Policies

User Space

esource Manager

System Space

Resource A Resource B Resource C Resource D
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Introduction to Pilot Jobs

* Working definition: a system that generalizes a placeholder job to provide multi-
level scheduling to allow application-level control over the system scheduler via
a scheduling overlay

e Advantages of Pilot Job systems:
- Abstraction between application and resource layer
- Avoid bottlenecks of system-level only scheduling
- Move control upwards and provides flexibility upwards

- Enable the “slicing and dicing” of resources for applications

e Limitations of current Pilot-Jobs implementations:
- Many Pilot-Job offerings, often semantically distinct
e Conceptual: P* towards a unified view of pilot-jobs, pilot-abstractions
- How to “slice and dice” resources? How to map to infrastructure?

* Role for underlying abstraction (Bundles)?
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Introduction to Resource Bundles

* Resource-facing abstraction “below” Pilots
* Aggregated resources: compute, storage, network
* Objective: model of infrastructure resources
- predictive, flexible, adaptive, active
* Bundle profile
- resource histograms: using probes and workload measurements
e Bundle signature
- compact representation
* Bundle allocation

- late binding of bundle to pilots
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AIMES

Shape of the solution

* Resource abstractions at application- and resource-facing levels
* Awareness of application + Awareness of physical resources

e Co-design approach

* Integrative resource management

Across compute (C), storage (S), networking (N)

Across resource types/scales/federation

Vertical: abstractions at application and resource level are aware of each other

Horizontal: C, S and N aware
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AIMES

* High-level architecture * Functional view
Extreme Scale Collaborative Environments User Interface & Access Layer Design
Applications Tools Applications Tools
Middleware Access-Layer, Service Protocols
e.g.. Pilot-API D1. Pilot-Adaptors D2. Pilot-API
Capabilities & Services Integration Layer
e.g., Pilot-Interoperability Algorithms, Scheduling, Policy Specification
)
Pnlot-A‘bstractlo'ns T1: Compute- T2 Resource T3: Distributed
e.g., Pilot-Jobs, Pilot-Store Data Transpar sharing & co- Data Access,
Bundle-Abstractions . . Streaming &
e.g., Compute, Storage Bundle ency capabilities | | scheduling Processing
\ v
Resource Integration Layer Algorithms, Scheduling, Policy Specification
e.g. Compute-Storage Bundle co-location
Resource (Network, Compute & Data) Access Layer D3. PerfSonar Adaptors D4. Bundle Discovery API
e.g., Bundle Discovery-API
Physical Infrastructure Deployment and Infrastructure Integration
e.g. LCF/NSERC, ESNet, XSEDE, Clouds e.g. LCF/NSERC, ESNet, XSEDE, Clouds
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AIMES — FOA alignment

7 Technologies for Data
|
1
Integrated Data Operations
|
I | 1
ntegrated data
Integrated data g
operafions af extreme W’" nneou“ns. Provanancs
scale volumes mutidisciplinary data
Efiicient S l Abslrattion I
iclent Bpeess Secure snd Derived Dats y
Acoess to Federation Au!};mm Reganaration Visualization
Dluﬂburalbl Self Describing Automated
Access/Querias of Discovery Dats Formats Provenance Curation
Exascale Data and Semantics Capture
- Technologies for Processing
Location
Transparency of L
Processing ege"d
Specific to
I Collaboration
Monitoring.
P:PP'W”"W Dowggm ing Some
Formal os%-wm Foransics Caollaboration
Not Specific to
: Simple Compilation Callaboration
Am:l;:g?nas and Depiayment on
Distribuled Systems
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Short-term

* Create skeleton that represents Montage
* Define capabilities of bundles
* Define the SoC and API between Pilots and Bundles
* Prototype demonstration:
|.  Focus on compute resources: Pilots and Bundles
Il. Integrate Skeleton + Pilot-Abstractions
Ill. Integrate Pilot-Abstractions with Bundles
IV. Identify Experimental Infrastructure

V. Instantiate montage-skeleton for different parameter range and execute
over heterogeneous infrastructure
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Middle-term

* Middle Term: Develop storage-based Pilot/Bundles; Integrate Pilot/Bundle
abstractions with network monitoring tools - e.g. perfsonar

* Understand the role of dynamic network capabilities as an element of resource
management in conjunction with pilot/bundle abstractions

- Obtain skeletons for network and storage-based applications
- Investigate integrating network scheduling capabilities
- Explore specific technologies such as NSI, SDN

- Inform and integrate with groups at OGF
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Middle and Long-term

* Middle Term: Develop storage-based Pilot/Bundles; Integrate Pilot/Bundle
abstractions with network monitoring tools - e.g. perfsonar

* Understand the role of dynamic network capabilities as an element of resource
management in conjunction with pilot/bundle abstractions

Obtain skeletons for network and storage-based applications

Investigate integrating network scheduling capabilities

Explore specific technologies such as NSI, SDN
Inform and integrate with groups at OGF

* Long Term: Provide prototype and deployment of network aware pilot/bundle
based resource management

* Reason about performance, trade-offs, configurations and composability

- What are possible models for distributed applications and (next-generation)
DCls?

- What properties/requirements/constraints does this impose on
middleware?
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